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Summary 

This deliverable reports the procurement process of the supercomputer's upgrade, the integration of 

the purchased equipment into the existing cluster, as well as the corresponding testing and validation. 

We document here all details and milestones of the procurement process, technical aspects of the 

upgrade implementation, and tools used for validation purposes. 

Keywords: PARADOX, supercomputer, cluster, procurement, upgrade. 

1. Introduction 

The latest upgrade of the PARADOX cluster, PARADOX-IV, was purchased via the Projects 

implementation unit's (JUP - Jedinica za upravljanje projektima) program for procurement of capital 

equipment in the year 2013. Initially, the cluster was configured with 106 working nodes and 100 TB 

of storage space, which delivered a peak computing power of 105.8 TFlops. Appendix A gives a 

technical specification of the PARADOX-IV cluster. Due to limited funding in the period 2013-2020, 

the equipment was not adequately maintained, and the cluster's capacity was gradually decreased to 

about half of the initial one. The majority of the PARADOX-IV worker nodes' hardware malfunctions 

were related to motherboard failures. At the same time, the demand for high-performance computing 

has increased, and the PARADOX cluster community's size has grown to 232 researchers from 15 

different institutions. 

The computing requirements for the research envisaged by the ATLAS project significantly exceeds 

the available capacity of the PARADOX-IV cluster, and therefore the project planned a purchase of 

additional computing capacity that will satisfy its demands as required. Within the project proposal, 

we estimated the need for additional capacity of at least 256 CPU cores, with at least 2 GB of RAM 

per CPU core and fast interconnect (Infiniband QDR). We have prepared the technical specifications 

for a procurement of the equipment following these requirements, whose delivery could be made via 

one of two options. The first option includes the delivery of new equipment that will be fully 

compatible with the existing one, while the second option assumes replacement of the existing non-

functional equipment. The results of the tendering process yielded a valid offer that fully satisfies all 

requirements along the lines of the second option. 

2. Procurement process 

The public procurement of the upgrade was organized according to the Law on public procurement 

(Official Gazette of the RS No. 91/2019) using the central public procurement portal [1]. The procedure 

was as follows. First, the Institute of Physics Belgrade's Governing board approved the modified Public 

procurement plan that included this upgrade at the meeting held on 3 August 2020. Second, based on 

this, IPB's director made a decision to initiate the procurement and appointed members of the 

committee for the procurement: Dr. Andreja Stojić, Dr. Dušan Vudragović, Dr. Mirjana Perišić, Ana 

Radović, and Igor Smolić. 

As the next step, the public procurement committee prepared the corresponding tendering 

documentation. A non-trivial part of the documentation was the technical specification (in Serbian), 

which is given in Appendix B. Based on the description of the upgrade in the Part A of the ATLAS 

project, the procurement committee specified the following central requirements for the technical 

specification: 

• The minimum number of CPU-cores should be 256. 

• The minimum performance of the delivered equipment should be 7.3 TFlops. 

• The minimum CPU frequency should be 2.6 GHz. 

• The minimum amount of RAM memory per worker node should be 32 GB. 
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• CPU performance should be equal to or better than Intel Xeon E5-2670. 

• Worker node chassis characteristics should be equal to or better than HP Proliant SL250s Gen8 

chassis. 

• The worker node has to be equipped with the appropriate module, which will enable connection 

to the QDR Infiniband switch with a speed of 40 Gbps in both directions. 

• The delivered equipment has to establish redundancy of the 96 TB of storage space and enable 

uninterrupted storage system operation in the case of a controller failure. 

• The delivered equipment has to be compatible with the existing one and has to be integrated 

with PARADOX-IV, including the storage system. 

• The delivered equipment has to be installed in the existing computing racks (height 42U, width 

60 cm, depth 100 cm). 

• The offer has to include the installation of the hardware and the corresponding commissioning. 

• The minimum warranty period of the delivered equipment should be at least one year. 

In addition, as parts of tendering documentation, we have prepared the following documents: 

• Description and specifications of the procurement, delivery and execution conditions. 

• Price structure form. 

• Requirements for granting the contract. 

• Contract template. 

• Guidelines for preparation of the offer. 

• Description of criteria for qualitative selection of a provider. 

• Cost form for the bid preparation. 

The prepared tendering documentation was uploaded to the public procurement portal on 24 October 

2020, so the public procurement was officially opened on 25 October 2020, and it was open for ten 

days. On 4 November 2020, the members of the committee for this public procurement opened the 

bids and prepared minutes on the bid opening, which is given in Appendix C. Since there was only one 

bid by the company Dialog d.o.o. from Belgrade, and since all procurement requirements were satisfied 

by this bid, the committee accepted it, and on 4 November 2020 submitted the report on the 

procurement to IPB's director. The bid has chosen the option to replace non-functioning equipment, 

thus maximizing the performance of the delivered computing resources. The report is given in 

Appendix D. The contract between the IPB and Dialog d.o.o. (Appendix E) was signed on 17 

November 2020, and the equipment delivery started in January 2021, according to the agreed schedule. 

3. Upgrade implementation 

Since hardware replacement and integration within the existing system cannot be done at once, we 

agreed with the Dialog d.o.o. to deliver the purchased equipment gradually, over the period of three 

months. The delivery started in January 2021, and up to now, 15 HP Proliant SL250s Gen8 

motherboards (out of 24) were successfully replaced and integrated into the PARADOX-IV cluster. 

The delivery of two HP MSA P2000 G3 SAS controllers is still pending, and the controllers are 

expected to be integrated in March 2021. The upgrade implementation is organized in the three main 

steps: hardware delivery and installation, software installation, and testing and validation. 

The hardware installation covers motherboard replacement, which also includes remounting of two 

CPU units per motherboard. As part of this activity, Dialog d.o.o. has also replaced the thermal paste 

to improve machines' thermal performance. In 8 out of 15 machines, we detected 2.5" SATA hard 

drive failures using Smartmontools [2], and hence we replaced these with new hard drives. The costs 
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of new hard disks are covered thorough our institutional funding. After the motherboards' replacement, 

we have updated on each machine the BIOS and iLO [3] firmwares. Figure 1 illustrates the Dialog 

d.o.o. and IPB teams in action during the motherboard replacement process. 

On the software side, a new version of the operating system is installed on each machine. On top of 

this, we have installed a batch system layer based on Torque/Maui [4,5] and an application layer with 

various software and libraries used by PARADOX users from the ATLAS team. This was done via an 

in-house developed automation code (based on Ansible [6]) for automating installation and updates of 

the software infrastructure, as well as automation of daily operations, such as user management, 

synchronization of configuration files, etc. 

 

 

 

Figure 1: The Dialog and IPB teams in action during the motherboard replacement process. 

We took advantage of the downtime due to hardware intervention to switch to the new environment 

for modules based on Lmod [7] and EasyBuild [8]. Lmod is the new implementation of the 

environment modules, and it slightly extends their functionality in that it allows the organization of 

modules into a hierarchy. We have had a feature request from the project users to reorganize the 

modules to see more clearly which modules are compatible among themselves, and the previous 

version of environment modules could not support that. On the other hand, building the packages and 

applications and creating their modules for every combination of compatible compilers and libraries 

was becoming a long and error-prone process, so we have installed EasyBuild. 

After the hardware and software integration, we are performing a detailed validation of the installed 

components. Each machine's thermal performance is tested using the built-in diagnostic panels from 

iLO, and the temperatures on idle and under the load nodes must remaine within operational 

boundaries. The temperature distribution within a single computing node is illustrated in Figure 2. 

NVIDIA Tesla M2090 accelerator memories were tested with the cuda_memtest utility [9]. We have 

detected problems on GPU accelerators in several machines and removed the problematic cards from 

those nodes. Furthermore, we are validating the health of RAM units installed within the machines 
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using the iLO memory test and memtest memory diagnostic tool [10]. The iLO memory test verifies 

each memory unit's total size, the frequency at which it operates, and operating voltage, while the 

memtest performs validation of the page attribute table (PAT), memory timings, error correction code 

(ECC) status, and the number of memory channels. Using these tools, so far we did not detect any 

problems with the memory modules. However, we have discovered problems with DIMM slots on two 

delivered motherboards, which have been put up for reclamation. 

 

 

 
 

 

 

Figure 2: iLO Diagnostic panels used during the integration validation process. 

The HPL benchmark [11] is run on each CPU to verify their performance is consistent with the 

previous measures. The Infiniband network latency and bandwidth are also tested with the Perftest 

package from Mellanox [12]. We are finishing the validation process with the ATLAS-specific data 

conversion tests involving MeteoInfo [13], an environmental and meteorology research tool, as a stress 

test for the entire compute node. 

4. Conclusions 

We have started with the preparation of the supercomputer upgrade once the project was approved. 

Based on the previous experience, we anticipated this as a time-consuming task, so already in August 

2020 (one month before the project's kick-off), IPB's Governing board approved the modified Public 

procurement plan that included this upgrade. The tendering process described in this deliverable was 

initiated once the project started in September 2020, and yielded a valid offer that fully satisfied tender 

requirements. The IPB's director signed the contract with the Dialog d.o.o. company in November 

2020. We agreed on gradual equipment delivery, and the first parts arrived at the IPB in January 2021. 

In this deliverable, we provided technical details on the integration and validation of the equipment. 

Up to now, we have integrated and tested 15 out of 24 purchased HP Proliant SL250s Gen8 

motherboards, which increased the capacity of the PARADOX cluster with additional 240 CPU cores 

or approximately 5 TFlops. The additional nine motherboards and two HP MSA P2000 G3 SAS 

controllers will be integrated into the system by March 2021, bringing the total number of new CPU 

cores to 384. 
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Appendix A. PARADOX-IV supercomputer 

PARADOX-IV cluster represents the fourth major upgrade of the PARADOX cluster (illustrated in 

Figure 3) and became operational during September 2013. The cluster consists of 106 working nodes 

and 3 service nodes. Working nodes (HP ProLiant SL250s Gen8, 2U height) are configured with two 

Intel Xeon E5-2670 8-core Sandy Bridge processors, at a frequency of 2.6 GHz and 32 GB of RAM 

(2 GB per CPU-core). The total number of new processor-cores in the cluster is 1696. Each working 

node contains an additional GP-GPU card (NVIDIA Tesla M2090) with 6 GB of RAM. With a total 

of 106 NVIDIA Tesla M2090 graphics cards, PARADOX is a premier computer resource in the wider 

region, which provides access to a large production GPU cluster and new technology. The peak 

computing power of PARADOX is 105 TFlops. 

One service node (HP DL380p Gen8), equipped with an uplink of 10 Gbps, is dedicated to cluster 

management and user access (gateway machine). All cluster nodes are interconnected via Infiniband 

QDR technology, through a non-blocking 144-port Mellanox QDR Infiniband switch. The 

communication speed of all nodes is 40 Gbps in both directions, which is a qualitative step forward 

over the previous (Gigabit Ethernet) PARADOX installation. The administration of the cluster is 

enabled by an independent network connection through the iLO (Integrated Lights-Out) interface 

integrated on motherboards of all nodes. 

PARADOX cluster is installed in four water-cooled racks. The cooling system consists of 4 cooling 

modules (one within each rack), which are connected via a system of pipes with a large industrial 

chiller and configured so as to minimize power consumption. 

 

Figure 3: PARADOX installation at the Scientific Computing Laboratory of Institute of 

Physics Belgrade. 
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Appendix B. Supercomputer upgrade technical specification (in Serbian) 
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Appendix C. Minutes on bid opening (in Serbian) 
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Appendix D. Report on the procurement (in Serbian) 
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Appendix E. Contract between the IPB and Dialog d.o.o. (in Serbian) 
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